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Abstract

Due to the exponential growth of the internet of things devices (IoTDs), more and more data-oriented applications are

coming up. However, it is challenging to process collected data locally at the IoTDs due to its limited computation capacity

and power. In this work, we propose a Unmanned Aerial Vehicles based mobile edge computing system. Specifically, we

formulate an optimization problem that optimizes the task offloading subject to the latency constraint of all IoTDs and the

limitation of computation capacity resources while minimizing the energy consumption of IoTDs. Simulation results show the

efficiency of the proposed approach.
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1. Introduction

Due to the exponential growth of the internet of things de-

vices (IoTDs), more computation oriented applications are

coming up in our life which are limited capacity and power

devices and hence, it is difficult to process their data locally.

Deploying a mobile edge computing (MEC) server at the

network edge which allows the IoTDs to offload their data

for processing at the MEC server is a promising approach to

overcome the limitations of IoTDs [1, 2]. However, in some

cases IoTDs will be far from the MEC services and out of

the coverage of the mobile infrastructure, e.g. smart farm-

ing in rural areas, and military operation. In such cases, it is

difficult for IoTDs to use the MEC services.

Recently, Unmanned aerial vehicles (UAVs) have been

widely deployed due to its low cost of deployment. There-

fore, we can save the deployment cost of the mobile infras-

tructures and provide remote MEC services to the IoTDs on

demand by deploying an MEC-enabled UAV. To this end,

we propose an energy-efficient UAV-assisted edge comput-

ing system in this work. Recently, research works focusing

on UAV are gaining attention in both academia and indus-

try. For example, authors in [3] proposed a UAV-based MEC

system, where a UAV can power the IoTDs by leveraging the

wireless power transfer technology. They modeled the sys-

tem as an optimization problem that optimizes the comput-

ing resource allocation, IoTDs association, wireless power

duration, UAV hovering time, and the service sequence of

the IoTDs while minimizing the energy consumption of the

UAV. The work in [4] proposed a UAV-MEC system consid-

ering the physical layer security. A non-convex optimiza-

tion problem for secure UAV-MEC system was formulated,

with the objective is to minimize the system energy, and then

transformed to convex problems.

In this work, we introduce an energy-efficient UAV-

assisted MEC system. Specifically, we optimize the task

offloading to the UAV in order to minimize the computation

power of IoTDs.

The remaining parts of this paper are organized as fol-

lows: Section II presents the system model and problem

formulation. Specifically, the local computing model and

the problem formulation are discussed in this section. The

performance evaluation of the proposed algorithm is intro-

duced in section III. Finally, section IV concludes the paper

and presents some directions for future work.

2. System Model and Problem Formulation

We consider a UAV-assisted MEC system, as shown in Fig.

1, which includes a single UAV working as an aerial base

station attached with an edge server and a set of IoT mobile

devices S = {1, 2, . . . , S}. The UAV is hovering above the

ground mobile devices and provides computation services.

At the UAV hovering period, the UAV can communicate and

provide computation services to the ground devices. We

divide the UAV’s hovering period into equally-length time

slotsN = {1, 2, . . . , N}. The horizontal coordinate of each

ground device is assumed to be fixed cs = [xs, ys]
T , ∀s ∈ S

while the UAV is hovering at a fixed altitude H with hori-

zontal coordinates u(n) = [x(n), y(n), H]T , ∀n ∈ N .

Therefore, we can calculate the distance between the UAV

and a device s at time slot n as follows

ds(n) =
√

H2 + ||u(n)− cs||2, ∀s ∈ S, ∀n ∈ N . (1)

In [5–7] authors have shown that the communication

channel (air-to-ground) can be modeled by the Line-of-Sight

(LoS) link even if the UAV is at a moderate altitude. More-

over, the Doppler effect, which comes from the UAV mobil-

ity, is considered to be calculated at the receiver. Therefore,
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Figure 1: Illustration of the proposed system model.

the LoS channel gain is given by [8, 9]

gs(n) = g0d
−2
s (n) =

g0
H2 + ||u(n)− cs||2 , ∀s ∈ S, ∀n ∈ N ,

(2)

where g0 is the channel gain at the reference distance d0.

At each time slot n, each mobile device has a computation

task, and it can be expressed as a tuple {μs, Is(n), Ts(n)}
where μs is the required computation capacity to execute

one bit of input data, Is(n) and Ts(n) are the total input

data size and the computation deadline of the task. The mo-

bile device offloads a portion of the computation task to the

UAV because the edge server at the UAV has more powerful

computation capability and executes the rest locally. Let us

denote the portion of the task offloaded to the UAV as ls(n).
Therefore, the fraction of the task executed locally on the

mobile device is (Is(n) − ls(n)). Then, the local computa-

tion execution latency/delay of the device s at time slot n is

as follows

tls(n) =
μs(Is(n)− ls(n))

νs(n)
, ∀s ∈ S, ∀n ∈ N , (3)

where νs(n) is the local computation resources of the user s
required to execute (Is − ls) within tls. Therefore, the local

computation time tls data depends mainly on the variables ls
and νs. Furthermore, the local energy consumption of the

device s at time slot n is given by [10, 11]

Es(n) = klν2s (n)μs(Is(n)− ls(n)), ∀s ∈ S, ∀n ∈ N ,
(4)

where kl is a constant which depends on the chip architec-

ture of the IoTD.

2.1 Problem Formulation

In this work, we consider an energy-minimization problem

in UAV-aided mobile edge computing system with the aim is

to minimize the energy consumption of IoTDs by optimiz-

ing the task offloading (l), where l = {ls(n), ∀n ∈ N , ∀s ∈
S}.

Therefore, we can formulate the optimization problem as

follows

min
l

N∑
n=1

S∑
s=1

Es(n) (5)

s.t. tls(n) ≤ Ts(n), ∀s ∈ S, ∀n ∈ N , (6)

ls(n) ≤ Is(n), ∀s ∈ S, ∀n ∈ N . (7)

The Lagrangian function of the optimization problem (5)

is given as

L(l,λ, δ,θ) =
N∑

n=1

S∑
s=1

El
s(n) + Eup

s (n) (8)

+
N∑

n=1

S∑
s=1

λs(n)
(
tls(n)− Ts(n)

)

+
N∑

n=1

S∑
s=1

θs(n)
(
ls(n)− Is(n)

)
.

We calculate the second derivative of (8) as follows

∂L
∂ls(n)

= −klν2s (n)μs(n) +
ps(n)

Rs(n)
− μs(n)

νs(n)
+ θs(n)

+ λs(n)
( 1

Rs(n)
+

μs(n)

γs(n)

)
⇒ ∂2L

∂l2s(n)
= 0. (9)

Hence, the problem (5) is a convex optimization problem

as ∂2L
∂l2 ≥ 0. Therefore, we can use ECOS solver in the

CVXPY to solve it.

3. Simulations

To evaluate the performance of the proposed algorithm, we

consider a multiuser MEC system with a single UAV, where

the MEC server having a maximum computation capacity

of 1GHz is deployed at the UAV. The users are randomly

scattered within the UAV’s coverage area and every user has

computation tasks to be executed. The input data size of

tasks and the required CPU cycles to execute one bit of in-

put data are randomly generated between [0.1, 0.4]MB and

[10, 25]cycles. The maximum tolerable latency to execute a

computation task of each user is between [30, 100]s.

In Fig. 2, the optimal value of Q =
∑N

n=1

∑S
s=1 Es(n)

is calculated for different number of users. Moreover, we

compare the performance of the proposed algorithm with

the equal resources sharing scheme. Under equal resources

sharing scheme, the UAV allocates its physical resource to

all users equally. From Fig. 2, we observe that the proposed

scheme outperforms the equal resources sharing schemes.

4. Conclusion

In this work, we have proposed a UAV-aided mobile edge

computing system. Specifically, we have formulated an
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Figure 2: Energy Consumption under different number of users at β = 1.

energy-efficient resource allocation problem that aims to

minimize the energy consumption of IoTDs by optimizing

task offloading. Simulation results have shown the effi-

ciency of the proposed algorithm. In the future, we will

consider multiple UAVs scenario and take into account the

power consumption of both UAVs and IoTDs.
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